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TOPIC 8.4 MIXED (A.K.A. MULTILEVEL) MODELS 

Ralph B. Taylor 

Introduction/Background 

You want to read this topic if you have a data set structured in any of the following 
ways: Do you have cross-sectional observations with data points organized by or clus­
tered by -larger spatial units (think surveys of residents clustered around different street 
corners)? Do you have panel design longitudinal observations (thin k repeated surveys 
of the same residents)? Do you have panel design longitudinal observations nested with­
in larger spatial units (think repeated surveys of the same residents in several different 
neighborhoods)? If you are working with a data set organized in any one of these three 
ways-grouped into spatial units, temporal units, or both spatial and temporal units­
you want to be using multilevel models. Over the past three-plus decades, social sci­
entists have deployed these models in numerous social science disciplines, including 
political scieoce, public health, criminology, sociology, psychology, and education. This 
topic includes some details from a worked example. The relevant program and output 
file appear in Supplement 8.4. 

If you want to read research using these models, start with one of the most-cited 
works (Sampson et al. 1997). 'Ibis three-level study; nesting items within indexes, and 
individuals within neighborhoods, explored the impact of collective efficacy (Sampson 
2012) on offending and victimization. Other studies on crime looking at temperature 
effects over time (Sorg and Taylor 2011) or distance from public housing communities 
(Haberman et al. 2013) may prove of interest. One of the main threads in my past re­
search, often pursued in collaboration with fantastic colleagues, addressed fear of crime 
(Covington and Taylor 1991), sometimes using different methods (Perkins and Taylor 
1996) and sometimes longitudinally (Robinson et al. 2003). Multilevel models provid­
ed insights in several works examining the impacts, over a decade, of perceived as well 
as assessed incivilities on reactions to crime including fear and behavioral avoidance 
(Taylor 2001). Investigations in related topics, including what drives perceptions of 
problematic teen groups, a key physical incivility (Taylor et al. 2011); relations between 
perceptions of gang problems and gang presence (Blasko et al. 2015); and the origins 
of key elements in collective efficacy (Garcia et al. 2007), benefited from using these 
models as well. If you are a justice researcher who just happens to have landed in a crime 
and place handbook, multilevel models of perceptions of police (Taylor et al. 2010) and 
confidence in the police (Taylor and Lawton 2012) may prove of interest. 
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What Are They? 

8.4 Mixed (a.k.a. Multilevel) Models 243 

Multilevel models are a family of statistical models for analyzing data where those data 
are clustered in space, in time, or in both (Baumer and Arnio 2012). "Clustered" means 
that individual observations belong to larger groups of observations, each group of 
observations sharing some common attribute. The multilevel analysis, when looking 
at each cluster of observations, simultaneously looks at all the other clusters in the data 
set, "learns" from the entire data set, and applies that learning to how it "treats" each 
individual cluster. Of course, clustering can happen at more than one level. For exam­
ple, you may have surveys of residents nested in different neighborhoods, and those 
different neighborhoods might themselves be nested within different cities. With clus­
tered data, the data at the lowest level of observation are called level-I units, and the 
first grouping units are called level-2 units. 

Multilevel models have several different names, including hierarchical linear mod­
els, mixed models, random effects models, and random coefficient regression. Do not 
be confused. They are all in the same family. They also can be applied to a wide range 
of outcome measures, including binary (used here), nominal, ordinal, count, and, of 
course, normally distributed outcomes. 

These models even work for "imperfect hierarchies" (Snijders and Bosker 2012, p. 
205). For example, with a cross-classified model, an observation, such as a person, 
might belong simultaneously to two different types of units, and both types are at the 
same level. For example, you may have juveniles adjudicated delinquent who live in 
different neighborhoods and attend different programs (Lockwood 2011). You can si­
multaneously consider both aspects of the grouping structure. 

The multilevel models also work with multiple membership multiple classification 
(MMMC) models, "where an observation does not belong simply to one member of a
classification" (Browne et al. 2001, p. 103). Here, "a lowest level unit is a member of more
than one higher classification unit" (p. 109). For exa-mple, especially useful for geog­
raphy and crime, yearly crime observations might be nested within a neighborhood
and that neighborhood might be nested within a neighboring zone of neighborhoods.
This could be analyzed using MMMC mixed models.

This text explores only a couple of basic features of mixed models. These models can 
do much more: cross-level interactions, random effects of predictors, moderation at dif­
ferent levels, and so on. These models also can include higher-level predictors, for exam­
ple, level-2 predictors that are ecological in origin, like census data for a neighborhood 
or a city, as well as level-1 predictors. If the model has only higher-level predictors, this 
is called a means as outcomes regression multilevel submode! (Raudenbush and Bryk 
2002). For more on any of these points, consult any advanced texts mentioned at the end. 

Why Use Them? 

The short answer is to get better answers to your questions. Just four quick points: two 
theoretical, and two analytic. First, applying a monolevel statistical model like multi­
ple regression to clustered data like surveys of residents in different neighborhoods will 
yield b weights for individual predictors that are potentially confusing; The impact in­
dicated by the b weight may reflect two types of connections between the predictor 
and the outcome: a connection based on ecological covariation at the neighborhood 
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level, and a connection based on social psychological covariation, that is, based on pre­
dictor-outcome covariation built on differences between neighbors in the same neigh­
borhood, and then pooled across all the neighborhoods. With a monolevel model, you 
do not know how much the results reflect ecological processes versus social psycho­
logical processes. Further, with a monolevel model, statistical tests of b weights may 
be incorrect because of model error structures (see below). 

Second, you might be interested in theoretical connections between the outcome 
and the predictors at different levels. For example, you might expect that the individ­
ual-level connection between resident age and fear of crime varies depending on 
neighborhood factors {Maxfield 1984). A specific theoretically relevant neighborhood 
factor, which you might include as a predictor, might influence the impact of an indi­
vidual factor, like age. This is called a cross-level interaction "because it involves ex­
planatory variables from different levels" (Hox 2010, p. 20). A random coefficient re­
gression multilevel model with an (age neighborhood variable) interaction would 
allow you to test this theoretical idea. 

Third, conducting a statistical analysis of clustered data while using a monolevel 
model violates the assumptions underlying that model. For example, if you run some­
thing like a multiple regression with clustered data, the resulting error terms probably 
will be correlated with one another for observations ,vithin the same cluster, violating 
the multiple regression assumption of independent residuals. Incorrect modeling of these 
error structures can lead to misleading statistical tests of b weights. Naturally, multilev­
el models make their own assumptions about data structures and sampling procedures. 
These, of course, can be violated as well. Again, see the advanced texts listed at the end. 

Finally, when making estimates for level-2 units, such as, for example, mean neigh­
borhood scores on a fear of crime index, the analysis lea ms from all of the level-2 neigh­
borhood units to estimate each neighborhood's latent or "true" score on the index. 
This is one way these models connect up to structural equation modeling (Bauer 2003). 

How They Work 

The worked example relies on behavioral observations of pedestrians in 24 small com­
mercial centers {SCCs) in Minneapolis and St. Paul completed in the early 1980s {Mcpher­
son et al. 2006). These 24 SCCs were sampled from a larger set of SCCs in the Twin 
Cities. More background appears in Supplement 8.4. The binary outcome ofinterest here 
(primbiz) is whether the recorded pedestrian seemed to be primarily using a business 
or service in the center(= 1) or not(= O). 'Chose scoring I are called business-using 
pedestrians. The predictor of interest (kidrteen) is whether the pedestrian was classi­
fied as a child or teen (= 1) or an adult or senior citizen (= 0). Given the binary out­
come, a logit model is used. 

11ie "Buckets" Question 

The first mixed model has no predictors, just the outcome: the ANOVA (analysis of 
variance) or nuU or empty model. This model answers the "buckets" question; How much 
of the variation in the outcome is in a bucket composed of within-center-between­
pedestrian (level-1) variation? How much of the variation is in a bucket composed of 
between-center (level-2) variation? Fµrther, and more specifically, is the amount of 
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outcome variation in this latter, level-2 bucket, at the level of the SCCs themselves, 
important? In other words, when predicting business-using pedestrians in different 
SCCs, do you need to include multiple constants, one for each SCC? More simply stat­
ed, is ecological variation in the outcome significant? 

When you look at the log (output) file in Supplement 8.4 (line# 1172), you will find 
a likelihood ratio (LR) chi-square (x2) test. If it is statistically significant, p < .05 typ­
ically, it means you need a multilevel logit equation rather than a monolevel logit equa­
tion. You should see this: 

LR test vs. logistic model: chibar2(01) = 656.33 
Prob > = chibar2 = 0.0000 (8.4.1) 

Translated, th is means the LR x2 test with one degree of freedom = 656.33, and there 
is less than 1 in 10,000 probability that the between-SCC differences in the proportion 
business-using pedestrians could occur due to chance under the null hypothesis of no 
differences across SCCs on this outcome. You reject this idea because the test is statis­
tically significant. In other words, you need a multilevel model. 

You can learn the size of the level-2 bucket of ecological outcome variation as a pro­
portion of all the outcome variation. After issuing the postestimation command estat • 
ice, you get this proportion, also known as the intraclass correlation, and it is 11.27 
percent. This appears in the Supplement 8.4 results under intraclass correlation (line 
# 1198). The analysis has now separated outcome variation into two parts: level-1, 
between-pedestrians-within-SCCs; and level-2, between SCCs. 

Do not be dismissive of this intraclass correlation because it seems like a small 
amount of the outcome. 1heoretically because the LR x2 test was statistically signifi­
cant, this variation is important (Liska 1990). Some texts get this wrong and say that 
if the fraction is small enough, ignore it. Do not believe them. Be guided by whether 
the LR x2 test in your ANOVA model is significant. The practical significance depends 
on your specific issue being examined. 

Estimated "True" Scores on the Outcome at Level-2, 

the Commercial Center Level 

So far, this model with no predictors has told you two things. First, you need a mixed 
model allowing each commercial center to have its own average proportion on the 
binary outcome variable. Stated differently, the outcome variation at level-2 is theo­
retically important. Second, it has told you exactly what portion of the outcome vari­
ation is placed at this ecological level. Third, it also can tell you the following: The 
postestimation predict command generates an estimated "true" proportion of busi­
ness-using pedestrians for each SCC. These are empirical Bayes estimates. You also 
can think of them as "latent [hidden} variables" (Snijders and Bosker 2012, p. 62). How 
are these estimates made? 

We do not have time to get into the weeds on Bayesian statistics.1 The overall idea 
is that estimates of group means are shrunken toward or biased toward the overall ad­
justed mean outcome score. You probably have two questions; Why? How? 

The why is as follows. First, the analysis seeks to estimate, for each SCC its true 
mean outcome score, the true proportion of business-using pedestrians for that SCC. 
For each SCC, it is deriving a population estimate, assuming the data records are prob-
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ability sample data. If you read more about the study (in Appendix A of Supplement 
8.4), you will learn that these 24 SCCs were sampled from a larger number of SCCs in 
Minneapolis-St. Paul. Second, as the analysis seeks to estimate each group's true out­
come score, it recognizes that (a) each group proportion is part of a larger set of 24 
SCC-level outcome proportions, and (b) the larger set of proportions constellate around 
an overall, sample-wide proportion of business-using pedestrians. When it asks, for 
example, where the proportion of business-using pedestrians "should" be for obser­
vations at East 15th Street and Nicollet Avenue in Minneapolis, it considers both the 
center-level proportions in the other 23 centers and the overall proportion. 

The how is as follows. In the case of East 15th Street and Nicollet Avenue, the ob­
served business-using pedestrian proportion of .273, the lowest in the set, was empir­
ical Bayes adjusted up to a proportion of .282. That reflects the best guess of the "true" 
score of the proportion of business-using pedestrians. In making those adjustments, 
the estimation considers the folJowing. Group outcome means (proportions) are ad­
justed more toward the overall precision weighted outcome mean (proportion) the 
more each of the following conditions hold for that mean: 

l. The original group mean is farther from the overall mean.
2. 1he cases in a group contributing to the group mean disagree more with one

another on the outcome score, that is, the within group variation on the out­
come score is larger.

3. The number of cases in the group is smaller.
4. The mean is in a set of group means that, as a set, are not widely dispersed.

You can see the original and adjusted proportions in the graph in Figure 8.4.1. Note
the following. Each group mean has been adjusted some. Second, all the adjustments 
are toward the adjusted overall average. Those above the mean were adjusted down­
ward; those below the mean were adjusted upward. Third, the more extreme group 
means were adjusted more, that is, group means farther from the overall mean got shrunk­
en more toward the adjusted overall average mean. 

Adding a Predictor 

Now you are ready to add the predictor of interest, whether the pedestrian was young, 
a child or teen (kidrteen == 1), or older (kidrteen == 0). You first look at the raw rela­
tionship between these two variables. See the two-way table in Supplement 8.4 (start­
ing line# 878). You see that the younger pedestrians were observed primarily using a 
business or service only 56.55 percent of the time (n = 794), while the older pedestri­
ans primarily used a business or service more frequently, 70.54 percent of the time 
(n = 4,015). This relationship is more than chance (p < .001 by LR x2 test). Younger 
pedestrians were less likely to be business-using pedestrians. 

This negative relationship, however, blends what are, potentially, two different re­
lationships. There could be one ecological relationship, a between-SCC relationship at 
the level of the SCCs themselves, and, a second, social psychological, between-pedes­
trians-within-SCCs relationship. The former would capture level-2 predictor-outcome 
covariation, and the latter would capture level-1 predictor-outcome covariation. Is it 
possible the relationship is different at the different levels? 
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Figure 8.4.1 Observed, and empirically Bayes adjusted, small commercial center-level means for 

the variable primarily business- or service-using pedestrians (= 1) or not {= 0). (Author calculations 
from ICPSR behavioral observation data file, part of McPherson, M., Silloway, G., and Frey, D. [2006). Crime. 
Fear, ano Control in Neighborhood Commercial Centers: Minneapolis ano St. Paul, :970-1982. Inter-university 
Consortium far Political a/Td Soci;;� Research {distributor}.} 

Look at the level-2 relationship shown in Figure 8.4.2, in the scatterplot predicting 
the proportion of business-using pedestrians, with the proportion of young pedestri­
ans as the predictor. As the proportion of young pedestrians increases, up to a va lue 
of about .27, so too does the proportion of business-using pedestrians. Nevertheless, 
at higher values of the proportion of young pedestrians, the proportion ofbusiness-us­
ing pedestrians starts to decline. In short, there is a slightly positive linear relationship 
between a younger age mix and a higher proportion of business-using pedestrians 
(line = long dash and dot) but a negative curvilinear relationship (dashed line) be­
tween the younger age mix and the business-using mix. The figure also shows a local­
ly weighted robust regression line (Cleveland 1979) that follows the local data pattern. 
This roughly matches the overall curvilinear relationship except at the very lowest 
values on the horizontal axis. 

Results appear in the Supplement 8.4 material, results section. Suppose you did 
just a plain monolevel logit model (starting line# 1254). The odds ratio for kidrteen 
(.54) means that the odds of a pedestrian being {primarily business-using vs. not pri­
marily business-using] were about [l - .54] 46 percent lower if the pedestrian was a 
child or a teen as compared to an adult or a senior (p < .001). 

With a mixed version of this model, allowing each SCC to have its own outcome 
proportion (starting line # 1278), the negative impact of being a young pedestrian 
became a bit stronger (odds ratio = .48). The relationship strengthened slightly because 
each SCC was allowed its own average outcome score. The relationship, however, was 
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Figure 8.4.2 Scatterplot of relationship between proportion of young pedestrians (horizontal axis) 

and proportion of business-using pedestrians {vertical axis). Three statistical relationships shown: 

linear, curvilinear, and locally weighted robust regression line. (Dota source, ICPSR behavioral observation 

data file, part of McPherson, M., Silfoway, G., and Frey, D. {2006). Crime, Fear. and Control m Neighborhood 

Commercial Centas: MinneapoHs and St. Paul, 1970-1982. Inter-university Consortium for Political and Sociel 
Research [distributor].) 

still negative. But, there is a catch. The impact still bundles up, in ways you cannot sep­
arate, the between-pedestrian-within-SCC link to the outcome and the between-SCC 
link to the outcome. 

How to separate these out? Split the predictor into two separate ones, a between-pe­
destrian-within-Sec or level-1 version and a between-SCC or level-2 version. The lev­
el-2 version is just the proportion of young pedestrians in each SCC (x_kidrteen). 1be 
level-I version is created by group mean centering. Subtract the SCC-mean on pro­
portion young, the values shown along the x-axis in Figure 8.4.2, from each pedestri­
an's individual score of 1 (young) or O (not young). A young pedestrian (scoring 1) at 
38th and 4th in Minneapolis, after subtracting the SCC mean on this variable, .458, 
now scores .54. An older pedestrian at this center {scoring 0) now scores -.458 after 
this centering operation. Location matters because the variable is now social psycho­
logical, contrasting the individual with his or her group average. Take the 468 pedes­
trians observed at 15th and Nicollet in Minneapolis, where only 6.8 percent of observed 
pedestrians were young. On the new "level-1 group-mean-centered age" variable, a 
young pedestrian scores (1 - .068 =) .932, thus "sticking out" much more, when these 
scores are pooled across SCCs, than a young pedestrian at 38th and 4th. The new group­
mean-centered variable captures how much younger a pedestrian was compared to his 
or her respective group in his or her SCC. The new variable averages zero across all 
SCCs, thus capturing only level-1 variation. 
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The level-1, social-psychological, group-mean-centered predictor (wi_kidrteen) and 
the level-2 ecological (x_kidrteen) variable are completely independent of each other 
(r = 0). You can now pull apart the two different relationships at the two different 
levels if you enter both predictors in a model. 

Additional modifications are performed on the SCC-level age variable. The SCC 
average is centered by the overall average, so its mean is zero (c_x_kidrteen). Then this 
variable is squared to create a predictor to capture the curvilinear impact (sq_x_ 
kidrteen}. Given what you saw on the level-2 scatterplot, you would expect a positive 
linear impact of SCC proportion young pedestrians and a negative curvilinear impact 
of the squared variable, reflecting the downward bend at the right. 

And, you get this (results starting line # 1379). The level-I, within-SCC impact 
remains relatively unchanged (OR = .47; p < .001), but the interpretation has shifted. 
Younger pedestrians whose youth contrasted more strongly with the respective age 
mix in their particular SCCs were less likely-a negative relationship-to be business­
using pedestrians than the older pedestrians who contrasted more strongly with the 
age mix in their respective SCCs. The level-2, between-SCC linear impact of propor­
tion young proved positive and significant (z = 2.32; p < .05), and the level-2, between 
SCC curvilinear impact of proportion young proved negative and significant (z = 
-3.66; p < .001). Translating level-2 odds ratios into practical terms requires discussing
the impacts of standard deviation changes in the predictors (Long and Freese 2006).

What have you learned? You started with a monolevel model showing a sizable 
negative impact: younger pedestrians were less likely to be classified as business-using 
pedestrians. This aligned with the findings from situational action theory (Wikstrom 
et al. 2012) showing youths gathering for unsupervised and sometimes crime-promot­
ing activities in SCCs. But, after multileveling the predictor, the mixed model showed 
three different and significant impacts of pedestrian age: one social psychological, and 
two ecological. (1) Within SCCs, the younger pedestrians whose youth stood out more 
given the age mix in the center, were less likely to use businesses or services (social 
psychological dynamic in a negative direction). (2) Across SCCs, the greater the frac­
tion of younger pedestrians observed, the greater the fraction of business-using pe­
destrians observed (positive linear ecological dynamic). (3) But, past a certain point, 
this ecological relationship reversed (negative curvilinear ecological dynamic). 

Advantages and Disadvantages 

What Are the Main Advantages? 

Policy and Practice 

Mixed models help identify at what level the relevant dynamics are taking place. In 
this instance, differences within SCCs proved important, as did differences across 
SCCs. From an intervention perspective, a practitioner or a policy maker needs to 
consider both arenas. 

Theoretical 

Identifying levels at which processes are operating is crucial theoretically as well (Tay­
lor 2015). Results showed dynamics working in different directions at different levels. 
Social psychological and ecological dynamics both merit theoretical attention. 
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What Are the Main Disadvantages? 

Practical 
You will find, once you start deploying these models, that things get complicated quick­
ly. It is easy to get lost in the sauce and/or misled. It is strongly recommended that you 
model as much as you can using monolevel models as a first step. That way you at least 
have an estimate of what to expect before you start with the mixed models. Doing this 
will give you something solid to turn back to as needed. Advanced texts provide worked 
examples and guidelines for model building sequences. Work along with those. 

Theoretical 

To riff on the late Shel Silverstein's poem "Where the Sidewalk Ends," you can run out 
of theoretical sidewalk quickly. Take the modest example here. Situational action the­
ory (Wikstrom et al. 2012} undergirds the qegative social psychological impact observed. 
But the two ecological impacts lack a theoretical frame. We have run out of theoretical 
sidewalk. Results like those observed here, if they replicate, should spur scholars to 
elaborate the available multilevel theoretical models or develop new ones. 

Next Steps 

Read. Start out with the simple stuff (Bickel 2006; Finch et al. 2019; Garson 2019; Luke 
2004; Robson and Pevalin 2016). If you are ready for the harder stuff, many excellent 
advanced texts are available (Gelman and Hill 2007; Hox 2010; Rabe-Hesketh and 
Skrondal 2012a, 2012b; Raudenbush and Bryk 2002; Snijders and Bosker 2012). Once 
you have grasped the fundamentals presented here, you are ready to take on these weight­
ier tomes. Rabe-Hesketh and Skrondal (2012a, 2012b) may prove especially helpful for 
readers relying extensively on Stata. 

NOTES 

l. Bayesian statistics is an entire universe unto itself. The term KBayesian" comes frvm Thomas
Bayes (1702-1761). He "was a reputable mathematician and Presbyterian minister in England" who 
invented Bayes' Theorem also known as Bayes· Rule (Kruschke 2011, p. 62). Bayesian inference "gets 
us from prior to posterior beliefs" where prior beliefs are what we believe before we examine the data 
at hand, and posterior beliefs are what we believe after examining those data (Kruschke 2011, p. 12). 
How do our views about something change when we have additional data relevan_t to our beliefa? For 
example, we might believe a single die will end a roll with a uone" facing up about 16-17 percent or 
one-sixth of the time. 1his would be ourp1ior belief. But, if we roll it 100 times, and it comes up "one" 
50 percent of the time, our posterior belief about this die, and its fairness, would be different. Bayes 
and Laplace in France "receive independent credit as the first to invert the probability stalement and 
obtain probability statements about 0 {an unobserved parameterJ, given observed y'" (Gelman ct al. 
2003, p. 34). Instead of saying �how likely are these data?" a Bayesian asks: "Given these data, how 
likely is my model feature?" There are full Bayesian statistics (Congdon 2006; Gelman et al. 2003) 
and empirical Bayesian stati;,tics. Toe latter is of concern here. 

2. The term "overall mean" is used loosely here: This analysis is considering a "-precision weight­
ed average" as the appropriate value for the overall mean, GOO, not the arithmetic mean (Rauden­
bush and Bryk 2002, p. 40). Precision weighting takes into account that "the residual standard de­
viations of some cases [group means here! are larger than for others, and estimates will be mon: 
precise if cases with higher residual standard deviation get lower weight" (Snijders and Bosker 2012, 
p. 220).
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3. The graph suggests that the SCC with the highest score on proportion of young pedestrians
might be an outlier, having an outsize influence on thelinear and curvilinear relationships. One could 
investigate further by Winsorizing {Tu key and McLaughlin 1963) the highest value, and rerunning 
the model. 
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TOPIC 8.5 GROUP-BASED TRAJECTORY ANALYSIS 

Sue-Ming Yang 

Introduction 

One of the key questions in the study of crime and place is whether there is concen­
tration of crime in hot spots, and whether there is stability or variability in crime at 
places across time. For example, it has been widely found that crime is concentrated 
at a small number of places (Sherman, Gartin, and Buerger 1989; Weisburd 2015; Weis­
burd, Groff, and Yang 2012). However, are such crime concentrations stable at partic­
ular places, or are there developmental trends of crime at street segments, as there are 
among individuals? To examine this question, group-based trajectory analysis (GBTA) 
has been adapted to study developmental patterns of crime across geographic areas. 
Recently, GBTA has been applied to the study of crime distribution across geograph-
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